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Summary

The application of correlation techniques to acoustic receiving systems is considered theoretically and experimentally. The study is limited, for the most part, to random signals in a background noise which arises in the signal-bearing medium (not in the receiver amplifiers). For example, cross-correlating the signals received by a two-element array is compared with simply adding these signals and detecting with a square-law detector. In some cases, the correlator can effect an improvement in the signal-to-noise ratio of as much as 3 db, while, in other cases, conventional methods result in higher signal-to-noise ratios. The systems using correlators, however, usually exhibit a practical advantage which may offset any signal-to-noise ratio disadvantage; the average output of the correlator usually contains no large term proportional to the strength of the background noise. This allows the use of much higher gain recording or indicating instruments after the correlator. Several methods of performing multiple correlation for use with arrays of more than two elements are considered, nothing significantly superior to a simple adding of all the signals and detecting has been found.
This is the second technical memorandum on the subject of our investigation of the possible applications of correlation techniques to acoustic receiving systems. The first, Technical Memorandum No. 27, is concerned entirely with theoretical analysis of correlators, comparison of correlators with detectors, and the design of practical electronic correlators. In this report the application of correlation techniques to particular acoustic receiving systems is considered, and the results of theoretical and experimental studies are reported.

This study of correlation techniques was suggested by Professor F. V. Hunt, and the authors are greatly indebted to him for his helpful and stimulating guidance of the project. We also greatly appreciate the assistance of Professor Harvey Brooks, who helped us to get started mathematically on this work.
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I

INTRODUCTION

The application of correlation techniques to acoustic receiving systems has been under consideration from the point of view of the following question: Can techniques suggested by correlation theory be used to improve the ability of a receiving system to detect the presence of a weak signal in noise or to improve its ability to localize the direction of a source? We have considered the case where the background noise arises in the signal-bearing medium (rather than in receiver amplifiers), and where the signal is a random function having the same spectrum as the background noise. We have investigated several different systems of reception and processing which make use of correlation techniques and have compared them with similar but more conventional systems. The answer to the question above appears to be, briefly, that some correlator systems which we have investigated can improve the signal-to-noise ratio slightly, but not more than 3 db, and in some cases actually lower the signal-to-noise ratio; correlators, on the other hand, have other operational advantages which may even offset signal-to-noise ratio disadvantages. Correlation systems can do nothing, so far as these studies have disclosed, to improve the ability of a system to localize the direction of a signal source, but again may have some operational advantages in this use.

The concept of trading time-space for frequency-space which has arisen from comparing correlation systems with filtering systems has suggested the possibility of in some way trading signal-processing time for the physical size of a receiving array. A statement of some of the early thinking at this Laboratory on this subject has been published; however, in the course of the investigations reported in this memorandum, we have not yet come to grips with this aspect of the problem, although some of our work bears on this question.
The application of correlation techniques to acoustic receiving systems has already received some consideration in the literature. The general subject of the use of correlation techniques in the detection of weak signals in noise, without reference to any particular system of receiving transducers, has been studied thoroughly. Some of the papers here cited discuss autocorrelation methods for the detection of periodic signals in noise; this method is of no avail if the signal is not periodic, and we have not considered it here. Effective receiving beam patterns for some simple correlation systems have been given by Nodtvedt. He did not, however, consider the important question of output signal-to-noise ratio. On the other hand, Icole and Oudin have compared output signal-to-noise ratios of various correlation and conventional systems without consideration of the beam patterns (on which the resolving power of the system depends).

Because we do not feel that at the moment any broad statement can be made about the usefulness of correlation techniques, this report has taken the form of a set of detailed studies of various correlation systems, and comparisons of these with their more conventional counterparts, if such exist. The correlation systems studied are those which appeared to have the most promise, or those which would most readily come to mind.

This memorandum leans heavily on its predecessor, TM 27, for mathematical derivations of output signal-to-noise ratios for various correlators and detectors. In the earlier memorandum some other questions relating to signal processing and detection are discussed briefly; these include the important subject of optimum filters.
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EXPERIMENTAL APPARATUS

It was early recognized that Harvard's large anechoic chamber offered an ideal environment for an experimental study of acoustic receiving systems. To this end there was constructed a large semicircular array of small loudspeakers, each of which could be driven by a separate noise generator. With this system it was possible to produce, at the center of the array, a good approximation to a two-dimensional isotropic noise field. Various receiving systems were then assembled at the center of the large array, and compared as to their ability to detect and localize a "signal" superposed on the background noise applied to one of the speakers. Receiving amplifiers, detectors, correlators, voltmeters, and a recorder completed the apparatus necessary for these tests. Most of this apparatus will be described below in more detail.

Speaker Array

Forty-one 5-in. loudspeakers (Cleron PM 5BB) were mounted on a semicircular arc 29ft., 4in. in diameter of aluminum "t" section (1-1/2 in. X 1-1/2 in. X 3/16 in.). The whole assembly was hung from steel cables in a vertical plane in the anechoic chamber. The photograph of Fig. 2.1 is a general view of the array, while its dimensions are given in the drawing of Fig. 2.2. The speakers are located at 5-degree intervals around the arc. In most tests (where the receiving array was equally sensitive at the rear as at the front) only 36 of the speakers were used to create an isotropic (two-dimensional) noise field. As might be expected, the frequency responses of the individual speakers varied considerably, none having the particularly flat response that was desired. In an attempt to smooth the responses of these speakers, and to make them more uniform, all of the speakers were treated by stuffing the space between the cone and the metal frame with PF Fiberglas and painting the rim compliance with a thick coat of Viscoloid (which had been dissolved in acetone). This treatment seriously decreased the low-frequency response of the speakers because of the increased stiffness, but effected
substantial improvement in the smoothness of response in the range of interest, 1.5 to 4.5 kc/s. It was also found necessary to wrap the entire aluminum "tee" frame with a 2-in. layer of PF Fiberglas in order to reduce reflections from it which by destructive interference caused further irregularities in the speakers' responses. The photograph of Fig. 2.1 was taken prior to this treatment. The response was by no means completely smooth after these treatments; the solid curve of Fig. 2.3 shows the intensity spectrum of the system measured (with a constant voltage applied to the voice coil of a single speaker) at the output terminals of a receiver amplifier (see below) with its tuned-circuit band-pass filter set at $Q = 2$. The dashed curve in this figure is the response spectrum of a tuned circuit having a $Q = 2$, which is what the system response curve would be if all of the system except the filter were flat. It is obvious that the departure of the actual spectrum from the tuned-circuit spectrum is proportionately much less for narrower filter pass-bands.

**Noise Generators**

Each of the speakers in the array was driven by a separate noise generator. Figure 2.4 is a schematic diagram of one of these. As originally designed, the plate resistor of the 0A2 voltage regulator tube was chosen so that the current drawn would be in the normal operating range of the tube, say 10 ma. It was found, however, that the noise voltage output increased as the size of this plate resistor was increased. The value of 2.2 megohms was chosen as the largest possible for which the output spectrum did not fall off appreciably at 10 kc/s. The first 6AG5 is used as a voltage amplifier, and the second as a power amplifier. The primary of the output transformer is tuned roughly to 4 kc/s, and, when the secondary is loaded with a dummy 4-ohm load, the output intensity spectrum has the form shown in Fig. 2.5. Each generator delivers about 0.3 volt of noise at the terminals of the speaker voice coil. Each noise generator was constructed in a small box with an octal socket at the base, so that they could all be
mounted in a rectangular array on one large relay-rack panel. A defective generator can be easily replaced by simply unplugging it and plugging in a new one. The generators are connected to the speakers in the array via a panel which holds test points which allow easy measurement of the output voltage of each generator, and switches by means of which each generator can be disconnected from its speaker. Each noise generator draws 8 ma at 300 volts from one large electronically regulated plate power supply. It was found necessary to operate the heaters of the noise generators on direct current to prevent the appearance in the outputs of transients occurring at a rate of 60 cps. Figure 2.6 is a photograph of the noise generators, the test and switch panel, and the power supplies mounted in a relay rack ready for use.

**Signal Insertion System**

In order to allow measurement of receiving system signal-to-noise ratios, provision was made for the superposition of a signal voltage on the background noise voltage applied to one of the small speakers. To this end, the lowest impedance (4 ohms) output of a MacIntosh model P50B audiofrequency power amplifier was connected in series with the output of one of the noise generators and its speaker. Because of feedback incorporated in the MacIntosh amplifier, the effective output impedance was considerably less than 4 ohms (with the amplifier on), and this arrangement caused negligible decrease in the background noise signal reaching the speaker. During the adjustment of the background noise voltage the MacIntosh was kept turned on, but with the gain set at zero, while during adjustment of the signal amplitude, the noise generator was kept turned on, so that it would have its operating output impedance, but the noise was turned off by means of its gain control. Almost all experiments were conducted with random signals. The signal noise voltage was obtained from the 42nd noise generator on the panel, which was equipped with a dummy load resistance, and connected to the input of the MacIntosh amplifier.
Fig. 2.1. Photograph of background noise array hung in Harvard's large anechoic chamber.
Fig. 2.2. Basic dimensions of background noise array.
Fig. 2.3. Intensity spectrum of transmission system including background noise speaker, receiving microphone (Western Electric 633-A), and receiver amplifier with single-tuned-circuit filter set for $Q = 2$. The dashed curve is the intensity response spectrum for the filter alone; this is what the system response would be if the speakers and microphones were perfect.
Fig. 2.4. Schematic diagram of miniature noise generator.
Fig. 2.5. Output intensity spectrum of miniature noise generator.
Fig. 2.6. Photograph of noise generator rack, showing, from top to bottom, voltage test panel, switch panel, noise generators and their power supplies.
Receiver Mount

A steel frame, shown in Fig. 2.7, was constructed to support a hollow shaft at the center of the large array. Another shaft, inside the hollow one, carries a cross bar on which microphones or other receiving transducers are mounted. The inner shaft can be extended outward and allows the receivers to be accurately positioned at the center of the large array. A servo-controlled motor turns the telescoping shaft so that its position always corresponds to the horizontal position of the pen on the recorder (see below). In most cases, linear arrays of Western Electric 633-A microphones were used. Although these receiving arrays were never longer than 2 ft over-all, it was found necessary to curve the bar supporting the microphones. This was done to insure that the signal, coming from a speaker only 15 ft away, would arrive in phase at each element of the array. The curvature necessary to achieve this (15-ft radius) was so slight that it was assumed that there was no significant change in the response of the array to the background noise. A "pillory" of 1/4 in. aluminum was constructed to fit over the bodies of the microphones to insure their proper positioning. The holes in this device were spaced exactly one wavelength at 3800 cps, center to center. A linear array of microphones with the "pillory" in place is visible in Fig. 2.7.

Receiver Amplifiers

The signals from the microphones were amplified and filtered before being detected or correlated. A schematic diagram of one of the twin-channel amplifiers constructed for this purpose is shown in Fig. 2.8. The input impedance of this amplifier matches the impedance of the 633-A microphones. The input circuits are arranged so that the amplifier may be switched to sum-and-difference operation if so desired. A single-tuned-circuit filter is included in the plate circuit of the third stage. Its center frequency is 3800 cps and its Q is adjustable to 2, 4, and 8. The output stage is sufficiently powerful to supply up to 10 volts
into a 500-ohm load. The gain of these amplifiers has proved quite adequate for the experiments to be described. In all, three such amplifiers have been built, providing six channels. Care was taken to match all six of the filters in all three positions for both center frequency and Q. Phase comparison was found to be a very sensitive test for this alignment. Not including the tuned circuits, the frequency response of the amplifiers is very wide, extending at least from 500 to 30,000 cps. With the filters, the average measured bandwidth between half-power points is 430 cycles, for $Q = 8$; 950 cycles, for $Q = 4$; and 1900 cycles, for $Q = 2$.

**Ninety-Degree Phase-Shifter**

In some experiments it was necessary to provide a phase difference of 90 degrees between two signal channels. This proved much more difficult than one might expect in a typical single-frequency case because of the wide bandwidth of the received signals. A wide-band 90-degree phase-shifter has been built successfully, however, according to a method described by Brown. A schematic diagram of this circuit is shown in Fig. 2.9. Each channel consists of four RC phase-shifters which act independently on the channel phase shift, since they are isolated by cathode-followers. The difference in phase shift between any corresponding pair in the two channels has a maximum of nearly 90 degrees at some particular frequency, and falls slowly to zero at either side of that frequency. The four frequencies of maximum phase difference are chosen so that the sum of the four phase-difference curves is constant at 90 degrees for a wide range. For this circuit, after adjustment, the measured phase-shift difference is $90^\circ \pm 3^\circ$ from 55 to 18,000 cps. Obviously, if the range is to be extended, or the tolerance decreased, more sections must be used and the design recomputed.

A method has come to our attention for the design of passive wide-band 90-degree phase-shift networks. The reader is referred to this as being probably a more elegant solution of this problem.
Fig. 2.7. Photograph of frame which supports the receiving array at the center of the background array. In place is a four-element array of 633-A microphones with "pillory" which insures proper spacing.
Fig. 2-8. Schematic diagram of twin-channel receiving amplifier.
Fig. 2.9. Ninety-degree phase-shifter. The difference between the overall phase shifts in the two channels is 90 degrees.
Nonlinear Signal Processing Devices

The various nonlinear signal processing devices used in most of the experiments were described in the preceding memorandum (TM 27).

Recorder

The outputs (dc plus fluctuation noise) of the various correlators and detectors were plotted automatically on a level recorder. As mentioned above, the receiving array in the anechoic chamber was rotated by a servo system to follow exactly the horizontal motion of the pen of the recorder. The recorder, therefore, plotted the output of the correlator or detector as a function of the position angle of the array. The frequency response of the recorder was not wide compared to the band-pass of the averaging networks used (RC = 0.1 or 1 sec); consequently, it provided a little more filtering action, and the appearance of the output signal in output noise as drawn on the graph by the recorder must not be taken as an absolutely correct representation of the relative amplitudes of signal and noise at the outputs of the various systems.

Output Noise Meter

A specially designed low-frequency square-law voltmeter was devised for measuring the mean-square of the fluctuation noise at the output of the various detectors and correlators under test. This voltmeter has been described previously (TM 27, Chap. III).
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CORRELATION IN NOISE FIELDS

We shall find that in order to compute the output signal-to-noise ratio for various receiving systems we need to evaluate the cross-correlation between the pressures at two different points in a noise field. If the noise field could be specified as due to a prescribed distribution of noise generators of prescribed characteristics, this computation could, in principle, be carried out. The computation is easier, however, for a three-dimensional isotropic noise field, which we define as one in which the power received by a directional receiver in the noise field is independent of either the position in space or the angular orientation of the receiver. This type of background noise model is more useful, also, in comparing, in general terms, various receiving systems. Imagine, for example, a uniform distribution of infinitesimal, statistically independent random noise sources on the inner surface of a very large sphere. If all these sources have the same intensity spectrum, the sound field in the vicinity of the origin may be considered isotropic.* The cross-correlation between the pressures at two different points in such an isotropic noise field can be calculated by integrating the cross-correlation between the pressures produced at those two points by a single point source on the large sphere over all possible positions of the point source on the sphere. This cross-correlation has been derived previously and numerically evaluated for the case of a rectangular spectrum one octave in width. We here derive these results again in somewhat different notation, and evaluate the cross-correlation for tuned-circuit spectra also.

Cross-correlation in a Three-Dimensional Isotropic Noise Field

We assume that a single point source is located on a large sphere at the spherical coordinate angles $\theta$ and $\phi$. We assume that this source generates random noise and that the pressure at the origin generated thereby may be represented by the random function $f(t)$. The pressure at a distance $d$ from the origin on the positive z-axis is then $f[t + (d/c) \cos \theta]$, where $c$ is the sound velocity in the medium. If $\rho(\tau)$ is the normalized autocorrelation function of the random function $f(t)$, the normalized cross-correlation of the pressures at these two points is $\rho[\tau + (d/c) \cos \theta]$.

If the isotropic noise field is assumed to have a mean-square pressure of unity in the vicinity of the origin, the contribution to this mean-square pressure from an element of solid angle $\sin \theta \, d\theta d\phi$ will be $(1/4\pi) \sin \theta \, d\theta d\phi$. The expression for the cross-correlation in the isotropic noise field is then

$$P(d, \tau) = 1/4\pi \int_0^{2\pi} \int_0^\pi \rho(\tau + d/c \cos \theta) \sin \theta \, d\theta d\phi$$

$$= 1/2 \int_0^{2\pi} \rho(\tau' + d/c \cos \theta) \sin \theta \, d\theta \quad (3.1)$$

The symbol cap rho ($\rho$) is used here to indicate that this cross-correlation function is also normalized in the sense that $P(0, 0) = 1$. There are two possible methods of evaluating this integral:

(1) We can introduce the new variable $\tau' = \tau + (d/c) \cos \theta$ so that

$$P(d, \tau) = \frac{c}{2d} \int_{-d/c + \tau}^{d/c + \tau} \rho(\tau') d\tau' \quad (3.2)$$

This formula must be used carefully whenever $\rho(\tau)$ is explicitly a function of $|\tau|$; otherwise its use is convenient whenever the
The indefinite integral of $p(Z)$ is easily found.

(2) The autocorrelation function $p(Z)$ may be written as the Fourier transform of the intensity spectrum of $f(t)$:

$$p(Z) = \int_{-\infty}^{\infty} W(\omega) e^{j\omega t} d\omega.$$ 

Since $p(Z)$ is a normalized autocorrelation function, the intensity spectrum $W(\omega)$ above is also assumed to be normalized so that

$$\int_{-\infty}^{\infty} W(\omega) d\omega = 1. \quad (3.3)$$

Equation (3.1) may then be written

$$P(d, Z) = \frac{1}{2} \int_{0}^{\infty} \int_{-\infty}^{\infty} W(\omega) e^{j\omega (d/c \sin \theta + Z)} \sin \theta d\omega d\theta$$

$$= \int_{-\infty}^{\infty} W(\omega) \frac{\sin (wd/c)}{(wd/c)} e^{j\omega t} d\omega. \quad (3.4)$$

This formula is useful when $W(\omega)$ can be written explicitly as an analytic function of $\omega$, in which case it may be readily evaluated by contour integration.

**Evaluation for Rectangular Spectrum**

The function $P(d, Z)$ is here evaluated for a rectangular spectrum for the special case $Z = 0$. The intensity spectrum of the noise field is assumed to have the constant value $1/2 \Delta \omega$ between $\omega_0 - \Delta \omega$ and $\omega_0 + \Delta \omega$, and to be zero everywhere else. From Eq. (3.4) we then have

$$P(d, 0) = \frac{1}{2 \Delta \omega} \int_{\omega_0 - \Delta \omega}^{\omega_0 + \Delta \omega} \frac{\sin (wd/c)}{(wd/c)} d\omega$$
The separation, \( d \), between the two points is expressed in terms of the wavelength, \( \lambda_0 \), at the center frequency \( f_0 \) of the pass-band. It may be seen that for the two broad-band cases the correlation is very small for separations greater than 1-1/2 wavelengths.

**Evaluation for Tuned-Circuit Spectrum**

The complete function \( P(d,0) \) is now evaluated for the single-tuned circuit spectrum. The intensity spectrum of "white" noise which has been passed through a series-tuned circuit is (normalized to satisfy Eq. (3.3))

\[
W(\omega) = \frac{(2\omega_p/\pi)\omega^2}{(\omega^2 - \omega_0^2)^2 + 4\omega^2\omega_p^2},
\]

where \( \omega_0/2\pi \) is the center frequency and \( \omega_p/2\pi \) is the half-bandwidth. (See TM 27, Appendix II.)

The function \( W(\omega) \) is an analytic function of the complex variable \( \omega \) having four simple poles, two each in the upper and lower half-planes. If the sine function in the integrand of Eq. (3.4) is written as the sum of two exponentials, the integral may be evaluated by contour integration. On the real axis, \( W(\omega) \) is a real, even function of \( \omega \), and \( \sin(\omega d/c) / (\omega d/c) \) is also

\[
= \frac{c}{2d\omega} \int_0^\infty \frac{\sin x}{x} dx - \frac{c}{2d\omega} \int_0^\infty \frac{\sin x}{x} dx
\]

\[
= \frac{c}{2d\omega} \left[ \sin \left( \frac{\omega d}{c} + \frac{\omega_0 d}{c} \right) - \sin \left( \frac{\omega d}{c} - \frac{\omega_0 d}{c} \right) \right]
\]

\[
= \frac{c}{4m\Delta f} \left[ \sin \left( \frac{\Delta f}{c} (f_0 + \Delta f) \right) - \sin \left( \frac{\Delta f}{c} (f_0 - \Delta f) \right) \right] \tag{3.5}
\]

where \( \sin (\ ) \) is the sine-integral function. The function \( P(d,0) \) is plotted in Fig. 3.1 for the cases where \( 2\Delta f = 2f_0/3 \) (an octave band), \( f_0/2 \), and \( f_0/8 \).
Fig. 3.1. The normalized cross-correlation $P(d,0)$ between the pressures at two points a distance $d$ apart in a three-dimensional isotropic noise field having a rectangular spectrum whose center frequency is $f_0$ and half-bandwidth is $\Delta f$. $\lambda_0$ is the wavelength at the center frequency.
real and even. Since the Fourier transform of a real, even function is also a real, even function, it is only necessary to evaluate $P(d, \tau)$ for negative $\tau$, the values for negative $\tau$ being obtained from

$$P(d, -\tau) = P(d, \tau).$$

We thus evaluate

$$P(d, \tau) = \frac{\omega_F d/c}{j\pi d} \left[ \int_{-\infty}^{\infty} \frac{W(\omega)}{\omega} e^{j\omega(d/c + \tau)} d\omega - \int_{-\infty}^{\infty} \frac{W(\omega)}{\omega} e^{-j\omega(d/c - \tau)} d\omega \right].$$

The contour integration is carried out in a straightforward manner, assuming that $\tau \geq 0$, it being noted that the second integral is carried around the lower or upper half-plane depending on whether $\tau$ is less than, or greater than, $d/c$. The result is, for all $\tau$,

$$P(d, \tau) = \frac{c}{2d\omega'} \left[ e^{-\omega_F|\tau|} \sin\omega'(\frac{d}{c} + |\tau|) + e^{\omega_F|\tau|} \sin\omega'(\frac{d}{c} - |\tau|) \right], |\tau| \leq \frac{d}{c};$$

$$= \frac{c}{2d\omega'} \left[ e^{-\omega_F d/c} \sin\omega'(\frac{d}{c} + |\tau|) + e^{\omega_F d/c} \sin\omega'(\frac{d}{c} - |\tau|) \right], \tau \geq \frac{d}{c}, \quad (3.6)$$

where $\omega' = \sqrt{\omega_0^2 - \omega^2} = \omega_0/\sqrt{1 - 1/4Q^2}$.

When $\tau = 0$, this cross-correlation function is

$$P(d, 0) = e^{-\omega_F d/c} \frac{\sin(\omega'\frac{d}{c})}{(\omega\frac{d}{c})}. \quad (3.7)$$

This function is plotted in Fig. 3.2 for $Q = 2, 8, \text{and } \infty$. It is the counterpart for the tuned-circuit spectrum of the above result (Eq. (3.5)) for the rectangular spectrum. Again we find that for separations greater than $1.5\frac{\lambda_0}{c}$, the cross-correlation is negligibly
small, for \( Q \ll 8 \).

As an example of how \( P(d, \tau) \) behaves as a function of \( \tau \) for \( d \neq 0 \), there is plotted in Fig. 3.3 the function \( P(0.7h_0, \tau) \) for \( Q = 8 \). It is further obvious that even for separations, \( d \), such that \( P(d, 0) = 0 \), \( P(d, \tau) \) is not everywhere zero.

**Cross-correlation in a Two-Dimensional Isotropic Noise Field**

The noise field established by the experimental apparatus described in Chapter II is isotropic in only two dimensions, rather than three, since the noise generators are located on a circle rather than over the entire surface of a sphere. For this case, the cross-correlation between the pressures at two points separated a distance \( d \) in a (two-dimensional) isotropic noise field is

\[
P(d, \tau) = \frac{1}{2\pi} \int_{0}^{2\pi} \rho \left( \frac{d}{c} \cos \theta + \tau \right) d\theta,
\]

where it is understood that the two points lie in the plane of the circular distribution of noise sources. Introducing the Fourier transform representation of the correlation function we have

\[
P(d, \tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{0}^{2\pi} W(\omega) e^{j\omega \left( \frac{d}{c} \cos \theta \right) + j\omega \tau} d\omega d\theta.
\]

The \( \theta \)-integration can be performed easily with the result that

\[
P(d, \tau) = \int_{-\infty}^{\infty} W(\omega) J_0 \left( \frac{\omega d}{c} \right) e^{j\omega \tau} d\omega,
\]

where \( J_0(\cdot) \) is the Bessel function of the first kind of order zero. By comparison with Eq. (3.4) we see that in the two-dimensional case the factor \([\sin (\omega d/c)]/(\omega d/c)\) has been replaced by \( J_0(\omega d/c) \). These functions are quite similar, the greatest difference being that their zeros do not quite coincide.
Fig. 3.2. The normalized cross-correlation $P(d,0)$ between the pressures at two points a distance $d$ apart in a three-dimensional isotropic noise field having a tuned-circuit spectrum with various values of $Q$. $\lambda_0$ is the wavelength at the center frequency of the spectrum.
Fig. 3.3. The normalized cross-correlation $P(0.7\lambda_0 \tau)$ between the pressures at two points a distance $0.7\lambda_0$ apart in a three-dimensional isotropic noise field having a tuned-circuit spectrum with $Q = 8$. $\lambda_0$ is the wavelength at the center frequency of the spectrum.
Because of the similarity of these functions, we conclude that the cross-correlation in the two-dimensional case is very similar to that in the three-dimensional case, although the indicated integration in Eq. (3.8) could only be carried out numerically, with the possible exception of a few special cases.

References


IV

APPLICATION OF CORRELATION TECHNIQUES TO TWO-ELEMENT ARRAYS

As an introductory example of the application of correlation techniques to an acoustic receiving system, we shall examine in detail the operation of a two-element array where the cross-correlation of the signals received by the two elements is measured with a correlator, and these results are compared with the more conventional arrangement where the signals from the two elements are added and applied to a square-law detector.* A few remarks are in order, first, on the general subject of the conditions for comparison of the two systems, and the methods of making that comparison.

We have under consideration in this memorandum the ability of an acoustic receiving system to detect a signal and to determine the direction of its source in the presence of background noise which arises in the medium (rather than in receiver amplifiers). Comparison is made for the case of a random signal having the same spectrum as the background noise, and having a mean-square pressure in the vicinity of the receiving system small compared with the total mean-square background noise pressure. The signal and the background noise are assumed to be gaussianly distributed functions which are stationary, that is, "on" continuously. Since all correlators or detectors consist of some nonlinear signal-processing device followed by an averaging (smoothing) network, we make comparison where the same averaging network is used in each case, and, in order to conform to many practical cases, as well as to simplify the mathematical treatment, we assume that the effective averaging time of the smoothing network is long compared with the reciprocal of the bandwidth of the input signals.

*While a linear detector might be used in practice, the results of TM 27, Chap. IV, show that for small signal-to-noise ratios, there is little difference in the output signal-to-noise ratio between linear and square-law detectors while mathematical treatment of the latter is much simpler.
We shall see that it is not possible to compute the directional gain of a correlation system by integrating its receiving "beam pattern" or response to a point source. Useful comparison of different systems must be made by computing the signal-to-noise ratio at the output of the detector or correlator for the same signal-to-noise ratio in the medium at the receiver. The output of the detector or correlator will, in general, consist of several components: A steady or d-c component due to the signal; a steady component due to the background noise; a fluctuating component due to the signal; and a fluctuating component due to the background noise. The third of the above will be assumed to be negligibly small compared with the fourth, since we assume that the input signal-to-noise ratio is small. We shall compute signal-to-noise ratios only for the case where the signal source lies on the principal axis of the receiving system, that is, that the receiving system is trained on the signal source. The output mean-square signal-to-noise ratio might then be defined as the ratio of the square of the d-c output due to the signal to the mean-square of the a-c output due to the background noise, ignoring the d-c output due to the background noise which could, in principle, be biased-off. We shall see, however, that it is not strictly correct to include all of the d-c output due to the signal in our definition of the output signal, because in some cases the output signal does not fall to zero as the signal source is removed from the principal axis of the system, and part of the signal, therefore, cannot be distinguished from the direct current due to the background noise. We therefore have chosen to define the output mean-square signal-to-noise ratio as the ratio of the square of that part of the d-c output due to the signal which falls to zero as the signal source is moved farther and farther away from the principal axis of the system to the mean square of the fluctuation at the output due to the background noise. This point will be discussed further in the light of several examples as they arise.

We shall assume that our two-element array consists of two transducers separated by a distance d. We assume that these
transducers measure the total pressure at the point where they are located, that is, that they are equally sensitive to sounds which arrive from any direction.

**Two-Element Array with Correlator**

Consider first the response of the system indicated in Fig. 4.1 to a signal originating at a distant point source located at an angle \( \theta \) from broadside to the array. If \( s(t) \) is the signal function which would be received at the center of the array, the signals received by the two elements spaced a distance \( d \) apart would be \( s[t + (d/2c)\sin\theta] \) and \( s[t - (d/2c)\sin\theta] \). The average output of the correlator is then \( R[(d/c)\sin\theta] \), where \( R(\tau) = \overline{s(t)s(t-\tau)} \), the autocorrelation function of \( s(t) \). This average output as a function of the angle \( \theta \), as measured with the apparatus described in Chapter II, is shown in Figs. 4.2a, 4.2b, and 4.2c. These curves were measured with tuned-circuit spectra having Q's of 2, 4, and 8 respectively, and with the receivers separated by 6 wavelengths at the center frequency. Obviously, the resolution of the system (sharpness of the pattern) can be greatly improved by increasing the separation, \( d \), of the two receivers above the modest 6 wavelengths which was the maximum we could use with our experimental apparatus. They are unusual beam patterns; a valid directional gain for the system cannot be computed by integrating these curves. We must rather make comparison with other systems in terms of the output signal-to-noise ratio for a given set of input conditions.

To do this, we assume that the receiving system is located in a background noise field, that the signal source is broadside to the array (so that the signals arrive in phase at the two receivers), and that therefore the output of one receiver is \( [n_1(t) + s(t)] \) and of the other is \( [n_2(t) + s(t)] \). We assume that the background noises \( n_1(t) \) and \( n_2(t) \) are uncorrelated; we have seen in the previous chapter that if the background noise field were isotropic, this would be true, for tuned-circuit or rectangular spectra, for receiver separations greater than about
Fig. 4.1. Block diagram of correlation receiving system. The average product of the two received signals is measured by the correlator.
Fig. 4.2a. Response of the system of Fig. 4.1 to a signal source at 0° in the absence of background noise, for a tuned-circuit spectrum with $Q = 2$. 
Fig. 4.2b. Response of the system of Fig. 4.1 to a signal source at 90° in the absence of background noise, for a tuned circuit spectrum with $Q = 4$. 

\[ \text{Diagram showing response to 90° signal source} \]
Fig. 4.2c. Response of the system of Fig. 4.1 to a signal source at 0° in the absence of background noise, for a tuned-circuit spectrum with $Q = 8$. 
1.5 wavelengths at the center frequency. We write for the mean-square values of the signal and noise, \( S = s^2(t) \) and \( N = n^2_1(t) = n^2_2(t) \), respectively. Then the input mean-square (power) signal-to-noise ratio at either receiver is \( (S/N)_{in} \), and if the correlator uses an RC averaging network, we see from the third entry of Table 2.1 of TM 27 that the mean-square output signal-to-noise ratio would be

\[
(S/N)_{out} = 4\omega \rho RC(S/N)_{in}^2, \tag{4.1}
\]

where \( \omega \rho \) is the angular half-bandwidth of the tuned-circuit spectrum. Because the background noises \( n_1(t) \) and \( n_2(t) \) are uncorrelated, there is no d-c output due to the background. If they should be correlated, there would be a d-c output whose amplitude would depend upon the degree of correlation. At the same time, the output fluctuation noise would increase, depending upon the degree of correlation, but never more than 3 db, as we can see from the second entry in Table 2.1 of TM 27. In general, such a system as we describe above would be used at relatively large separations of the two receivers, where it would be quite reasonable to assume that the background noises are completely uncorrelated.

Various features of the output of a system of this type are illustrated in Fig. 4.3. This is a photograph of the record drawn by the recorder when the apparatus described in Chapter II was set up to study the two-element array. The horizontal scale is the rotation angle of the receiving array in degrees, and the vertical scale is the voltage output of the correlator. Two Western Electric 633-A microphones were used as the receivers, and were spaced 6 wavelengths apart at the center frequency of the tuned-circuit spectrum. For these curves the receiver amplifier filters were set for \( Q = 4 \). The correlator used was of the type illustrated in Fig. 3.10 of TM 27, with the RC averager's time constant increased to 1 sec. The straight line is the zero line or the output voltage when no signals were applied to the correlator. When the noise voltages were applied to 36 of the speakers in the back-
ground array, and adjusted so that the sound pressures created at the center of the large array by each speaker were all equal, the output of the correlator was as shown in the "background only" curve. There is no d-c component due to this isotropic background, and we observe here only the fluctuation noise due to this background noise. When a random signal was added to the voltage applied to the speaker located at the angular position 0 degrees in the array, the "background + signal" curve was traced. The input signal-to-noise ratio was -3 db here and in Fig. 4.5. The output signal is simply the autocorrelation function of the received signal plotted on a slightly distorted abcissa scale \[ \tau = \frac{d}{c} \sin \theta \]. Its form as a function of angle can therefore be changed by changing the band-pass of the receiving amplifiers. The envelope of this function, however, decreases most rapidly as a function of angle for the widest bandwidths, and therefore one is limited in narrowing this function by the spectral width of the signal in the medium.

The use of output "signals" of this form, having many positive and negative "minor lobes," may seem strange at first; yet, so long as the signals do not extend so far in angle as to seriously decrease the resolution of the system, the distinctive form of such signals might actually aid one in detecting their presence in noise.

**Two-Element Array with Square-Law Detector**

Suppose now that the signals from these two point receivers are added and applied to a square-law detector, as indicated in Fig. 4.4. We again compute first the response of this system to a signal in the absence of background noise. If the signal source is located at an angle \( \theta \) from broadside to the array, the signals received by the elements are \( s(t + \frac{d}{2c} \sin \theta) \) and \( s(t - \frac{d}{2c} \sin \theta) \), as before. The average output of the square-law detector is the average of the square of these signals:

\[
[s(t + \frac{d}{2c} \sin \theta) + s(t - \frac{d}{2c} \sin \theta)]^2
\]
Fig. 4.3. Output of the system of Fig. 4.1 for background noise only, and for background noise plus a signal at 0°. Tuned-circuit spectrum with Q = 4.
Fig. 4.4. Block diagram of more conventional system for processing signals from a two-element array. The sum of the two received signals is rectified and averaged by the square-law detector.
Fig. 4.5. Output of the system of Fig. 4.4 for background noise only, and for background noise plus a signal at 0°. Tuned-circuit spectrum with Q = 4. It is apparent here that the response of this system to a signal does not fall to zero as the signal source is moved in angle away from the principal axis.
\[
= s^2(t + \frac{d}{2c} \sin \theta) + 2s(t + \frac{d}{2c} \sin \theta)s(t - \frac{d}{2c} \sin \theta) + s^2(t - \frac{d}{2c} \sin \theta)
\]

= 2R(0) + 2R(\frac{d}{c} \sin \theta).

There is, in this case, a part, \([2R(0)]\), of the response to a signal which is not a function of \(\theta\), and therefore the response does not fall to zero as the signal source is moved away from the principal axis of the system. There is also, when there is a background noise, a d-c component of the output equal to twice the mean-square of the background noise picked up by either receiver, assuming that the background noise voltages are equal in amplitude and uncorrelated. The response of this system to background noise and signal is shown in the experimentally measured curves of Fig. 4.5. The conditions were the same as for the curves of Fig. 4.3. The same correlator was used as a square-law detector by connecting its two inputs in parallel. The straight line marked "0" is the zero output of the square-law detector when no input signals are applied. The upper curves were recorded with background noise only, and with background noise and signal. The presence of a part of the response due to the signal that is not a function of angle is clearly seen. In the case of a signal which is "on" continuously, one would have only the upper curve to observe. The maximum amplitude of the signal (maximum departure from the average) on this curve is just 2R(0), rather than the maximum total output due to the signal which is 4R(0), and we therefore take as the signal, for the purposes of specifying the output signal-to-noise ratio, only the part 2R[(d/c)sin\(\theta\)]. In the case of a signal which could be turned off periodically, one would indeed be able to measure the total maximum deflection due to the signal, 4R(0), but one would also receive the part 2R(0) of the response due to the signal, even when the source is at an angular position far removed from the principal axis of the system. Thus the only part of the signal which would carry any information as to the angular position of the source is
2R[(d/\zeta) \sin \theta], and for this case, also, it is reasonable to take as the maximum signal just 2R(0).

Keeping this in mind, and proceeding carefully, we can now estimate the output signal-to-noise ratio for this system from Table 2.1 of TM 27. If we again assume that the background noises received by the two elements are incoherent, the signal-to-noise ratio in the sum (at the input to the square-law detector) will be twice that in the medium, or 2(S/N)_{in}. According to Table 2.1 of TM 27, then, the output signal-to-noise ratio for the tuned-circuit spectrum and an RC averager should be \( \delta \omega_F RC(S/N)^2_{in} \), for small input signal-to-noise ratios. However, because only half of the output voltage due to the signal can be counted as useful signal, the output power signal-to-noise ratio must be reduced by a factor of \( 2^2 \), and the effective output signal-to-noise ratio for the square-law detector is then

\[
(S/N)_{out} = \delta \omega_F RC(S/N)^2_{in} \quad (4.2)
\]

For this simple system, then, the correlator has an advantage of 3 db in output signal-to-noise ratio, for small input signal-to-noise ratios, when the spacing of the elements is sufficiently wide (as it would be in a practical system). The effective directional patterns of the two systems are identical. No change in beam width or resolution of the system is brought about by the use of the correlator. The pattern is simply the autocorrelation function of the received signal, and thus may be more or less extended in angle depending upon the spectrum and the spectral width of the signal. The correlation system possesses, in addition, the further advantage that there is no large d-c component of the output due to the background noise. If a high-gain recorder were used to record the output of the square-law detector system, it would be necessary to use batteries to bias out this d-c component so that it would be possible to take a close look at the fluctuation noise and possible small signals. If the amplitude of the background should change in
time, the biasing voltage would also have to be adjusted, or the recorder would be driven off scale. No such adjustments would be necessary with the correlation system. This operational advantage might well be more important than the signal-to-noise ratio improvement afforded by the correlation system.

Measurements of output signal-to-noise ratios for these systems have been made by the methods described in Chapter III of TM 27 for comparison with the theoretically predicted values computed from the measured input signal-to-noise ratios. The RC averager time constant was adjusted to 0.100 sec and all three receiver bandwidths were used. All measurements were made for input signal-to-noise ratios of -10 db. The input signal-to-noise ratio was determined and adjusted by measuring the output of a single microphone at the center of the background array when only the background noise was turned on, and then when only the signal was turned on. The measured signal-to-noise ratios and those computed from Eqs. (4.1) and (4.2) for both the correlator system and the square law-detector system are presented in Table 4.1 below:

Table 4.1

<table>
<thead>
<tr>
<th>Spectrum Q</th>
<th>Correlator</th>
<th>Square-Law Detector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Computed</td>
<td>Measured</td>
</tr>
<tr>
<td>2</td>
<td>12.9 db</td>
<td>12.0 db</td>
</tr>
<tr>
<td>4</td>
<td>9.8</td>
<td>7.0</td>
</tr>
<tr>
<td>8</td>
<td>6.4</td>
<td>4.5</td>
</tr>
</tbody>
</table>

The discrepancies apparent in this table may be attributed in part to experimental errors and the limiting accuracy of the measuring instruments used, and in part to the fact that the spectrum is not exactly the same as we have assumed in making
the computations (See Fig. 2.3). The measured results have been rounded off to the nearest half-decibel; they show much better agreement with theory in the comparison of the two systems than in the absolute values of the results. They are sufficiently well in agreement with the theory to provide definite corroboration of the theoretical predictions.

**Two-Element Array with 90-Degree Phase Shift**

If the signal from one of the two elements is shifted 90 degrees in phase at all frequencies with respect to the other signal before the signals are correlated, as indicated in Fig. 4.6, the resultant pattern (response to a point source) is an odd function of angle. Suppose that the two signals received from a point source located at an angle $\theta$ from broadside are

\[ s(t + \gamma/2) \text{ and } s(t - \gamma/2), \]

where $\gamma/2 = (d/2c)\sin\theta$. These signals may be represented by a Fourier series expansion (TM 27, Eq. 1.6)) as

\[ s(t + \gamma/2) = \sum_{n=1}^{\infty} \left[ a_n \cos n(t + \gamma/2) + b_n \sin n(t + \gamma/2) \right] \]

and

\[ s(t - \gamma/2) = \sum_{n=1}^{\infty} \left[ a_n \cos n(t - \gamma/2) + b_n \sin n(t - \gamma/2) \right]. \]

If the first of these is delayed in phase by 90 degrees at all frequencies it becomes

\[ s_{90}(t + \gamma/2) = \sum_{n=1}^{\infty} \left[ a_n \sin n(t + \gamma/2) - b_n \cos n(t + \gamma/2) \right]. \]

As we have seen (Eq. (1.9) of TM 27), the cross-correlation of $s(t + \gamma/2)$ and $s(t - \gamma/2)$ is

\[ R(\gamma) = \left< a_n^2 \right> \sum_{n=1}^{\infty} \cos n\gamma. \]
Fig. 4.6. Block diagram of correlation receiving system with 90-degree phase-shifter for accurate determination of direction of source.
We now compute the cross-correlation of $s_{90}(t + \nu/2)$ and $s(t - \nu/2)$:

$$R_{90}(\nu) = \sum_{n=1}^{\infty} \left[ a_n^2 \cos\omega_n(t - \nu/2) \sin\omega_n(t + \nu/2) - a_n b_n \cos\omega_n(t - \nu/2) \cos\omega_n(t + \nu/2) + a_n b_n \sin\omega_n(t - \nu/2) \sin\omega_n(t + \nu/2) - b_n^2 \sin\omega_n(t - \nu/2) \cos\omega_n(t + \nu/2) \right]$$

Using the relations of Eq. (1.7) of TM 27 and performing the indicated averaging, the above reduces to:

$$R_{90}(\nu) = \left\langle a_n^2 \right\rangle \sum_{n=1}^{\infty} \sin\omega_n \nu .$$

This is clearly an odd function of $\nu$, and is zero for $\nu = 0$. A response curve of the system of Fig. 4.6, measured with the experimental apparatus with conditions other than the inclusion of the wideband 90-degree phase-shifter the same as for the curve of Fig. 4.3 is included as Fig. 4.7. Because this pattern rises or falls sharply from zero as the angular position of the source is moved away from 0 degrees an accurate determination of the zero crossing of this pattern should provide an accurate determination of the angular position of the source. Furthermore, there is absolutely no d-c response to a uniform background noise, at any spacing. The response pattern of this system is reminiscent of various BDI schemes devised during the war for accurate bearing determination. Because the system described above uses a correlator (a true multiplier-averager), there is no change in the symmetry of the pattern and no shift of the zero position due to variations in the relative gains of the
two channels between the transducers and the correlator. Some BDI systems have had to be very carefully designed and constructed to maintain equal gains in both channels to avoid these difficulties. The signal-to-noise ratio for this system is virtually unchanged by the addition of the phase-shifter if one takes as the amplitude of the signal the maximum height of the peaks adjacent to the center of the pattern. It is conceivable that a 90-degree phase-shifter might be provided with a two-element array correlation system, and arranged so that it might be switched in and out of the circuit at the will of the operator.

**Two-Element Array with Directional Receivers**

The use of a correlator with a two-element array of directional receivers has also been considered and compared with the sum-and-square-law-detector system. A very similar arrangement has been described for radio astronomy by Ryle. His system makes use of a switch which alternately connects the sum and the difference of the signals received by two wide-spaced directional arrays to the input of a detector, and another synchronized switch which acts as a phase-sensitive detector at the output. The system thus resembles a "single-channel" correlator such as is shown in Fig. 3.12 of TM 27, and measures the correlation between the signals received by the two directional arrays. The detector in actual practice is probably linear rather than square-law, in which case the system is different in operation from a multiplier-averager by only as much as is the linear rectifier correlator (Chap. V, TM 27). As Ryle points out, because such a system is very insensitive to background noise from a distributed source, it is possible to use much greater recorder sensitivity than in the sum-and-square-law-detector system, making the detection of much weaker sources possible with the correlation system.

Our investigation of systems of this kind has been chiefly experimental. General Electric Si203D-7 12-in. loudspeakers were used as the directional receiving transducers. The space behind the cone of these speakers was stuffed with PF Fiberglas
Fig. 4.7. Output of the system of Fig. 4.6 for background noise only, and for background noise plus a signal at $0^\circ$. Tuned-circuit spectrum with $Q = 4$. 
to provide additional damping in an attempt to smooth the response in the operating frequency range. This treatment was very beneficial but not completely successful. The intensity pattern of one speaker for the tuned-circuit spectrum with \( Q = 4 \) is shown in Fig. 4.8. The curves of Figs. 4.9 and 4.10 were measured for the same spectrum with two speakers separated 6 wavelengths center-to-center at the center frequency using the cross-correlation system and the sum-and-square-law-detector system, respectively. The three curves show the zero output of the correlator or detector with no input signals, the response to the uniform background noise, and the response to the background noise plus a signal. With this separation and spectrum, the background noises received by the two speakers are seen in Fig. 4.9 to be essentially uncorrelated, because of the absence of the d-c response to the background. However, because these speakers are most sensitive to background noises coming from the same direction, the possibility of the background noises being correlated to some degree is much greater. In order to realize the advantage of having no response to the background noise with directional receivers, it is to be expected that one must use greater separations than in the case of nondirectional receivers.

The directional gain in a two-dimensional isotropic noise field obtained by integrating the pattern of Fig. 4.8 over 180 degrees is 7.5 db; we expect, therefore, that with the speaker pointed at the signal source, there should be an improvement of 7.5 db in the signal-to-noise ratio at the receiver. If these signals are correlated, then, there should be an increase of 15 db in the output signal-to-noise ratio. For the correlation system with \( Q = 4 \), an input signal-to-noise ratio of -10 db, and an RC averager with \( RC = 0.1 \) sec, the output signal-to-noise ratio should be (from Table 4.1) \( 9.8 + 15.0 = 24.8 \) db. The experimentally measured output signal-to-noise ratio for this system, with the speakers separated 6 wavelengths at the center frequency of the spectrum, was 21.2 db. (Because of the high
signal-to-noise ratio at the correlator, the output noise in the measurement was taken to be that in the absence of the signal, to correspond to the use of the simplified formula, above. To compute the signal-to-noise ratio in the presence of a large signal, we must take into account the contribution to the fluctuation noise due to the signal (See Chap. II, TM 27).)

The discrepancy between the measured value and the theoretical value is probably due to the double distortion of the spectrum by, first, the small speakers in the background array, and, second, the 12-in. speakers used as receivers. The effective narrowing of the spectrum simply increases the relative fluctuation at the output of the averager.

When this array is used with sum-and-square-law detection, the response to a signal source does fall to zero as the source is removed from the principal axis, as we see from Fig. 4.10, and we take as the maximum received signal the total deflection due to the signal. The 6 db which we subtracted from the predicted output signal-to-noise ratio to obtain the value in Table 4.1 for two nondirectional receivers need not be subtracted in this case. The predicted output signal-to-noise ratio for the sum-and-square-law system is then, all else being the same, 12.8 + 15.0 = 27.8 db. The measured output signal-to-noise ratio for these conditions was 23.5 db. There is again the same discrepancy in the absolute value, but the 3-db superiority of the square-law detector system is clearly demonstrated. In the case of directional receivers, then, where the response to a signal falls to zero as the source is moved away from the principal axis of the receiving system, there is a 3-db advantage in using the square-law system over using the correlator? With this system, however, it is necessary, in order to be able to use a high recorder or indicator gain, to balance out the d-c component of the response of the system to the background noise, and while this is quite possible in a laboratory situation, where the background noise is stationary, it could be inconvenient or even impossible in a practical application. Thus, in the case of a system of this
Fig. 4.8. Intensity response pattern for one General Electric SL203D-7 12-in. loudspeaker used as a receiver. Tuned-circuit spectrum with $Q = 4$. 
Fig. 4.9. Output of system using two 12-in. loudspeakers as directional receivers and a correlator; for background noise only, and for background noise plus a signal at 0°. Tuned-circuit spectrum with Q = 4.
Fig. 4.10. Output of system using two 12-in. loudspeakers as directional receivers and sum-and-square-law detection; for background noise only, and for background noise plus a signal at 0°. Tuned-circuit spectrum with $Q = 4$. 
kind, the operational advantages of the correlation detector may heavily outweigh the 3-db signal-to-noise disadvantage. These operational advantages are very forcefully presented by Ryle in the paper cited.

The response patterns of the two systems are very similar. If $K(\Theta)$ is the receiving pattern of one speaker (relative voltage received as a function of angle), normalized so that $K(0) = 1$ ($K^2(\Theta)$ is plotted in Fig. 4.8), the relative response of the correlation system to a signal is $K^2(\Theta)\rho[(d/c)\sin\Theta]$, where $\rho(\Theta)$ is the normalized autocorrelation function of the signal, while the relative response of the square-law detector system is $K^2(\Theta)[1/2 + 1/2 \rho((d/c)\sin\Theta)]$. Each of the patterns is of a distinctive form, possibly somewhat unusual in signal reception, but nonetheless useful. The beam-sharpness and resolving power of both are essentially the same.

All possible methods of processing the signals from a two-element array have by no means been exhausted, but on the basis of the examples studied here, it appears that there is little improvement in signal-to-noise ratio that can be effected by the use of correlation techniques in the processing of the received signals. The correlation systems, however, have a definite advantage in that they can be arranged so that they have no d-c response to background noise, greatly simplifying the task of searching closely the fluctuating part of the output of a system for the presence of signals, by allowing much higher gain recording or indicating instruments to be used at the output. Even in the case of an array of two directional receivers, when the correlator has a signal-to-noise ratio disadvantage of 3 db, this operational advantage of the correlation system may be so much more important as to dictate its use.
References


APPLICATION OF CORRELATION TECHNIQUES TO ARRAYS OF MORE THAN TWO ELEMENTS

In considering the possible application of correlation techniques to receiving arrays of more than two elements, one often faces the general problem of how to process many samples of a common signal in different (incoherent) noises so as to be best able to detect the presence of the signal. If the background noises in the different samples of signal plus noise are coherent to some degree, one has recourse to the various methods of "shading" which have been applied to linear arrays to achieve "superdirective" operation. However, it has been demonstrated in Chapter III that if omnidirectional receiving transducers are spaced more than a wavelength apart in an isotropic noise background, the received voltages will be essentially incoherent. We consider here only this case where the background noises may be assumed incoherent. The conventional processing of a set of $m$ such samples of a common signal in different noises is simply to add, improving the power signal-to-noise ratio by a factor $m$, and detect. Many other possible methods of processing have come to mind after thinking about correlation techniques; of those which were selected for analysis here, none appears to provide a substantial improvement over simple addition and detection. These results are presented here to save others the trouble of repeating the investigations, and in the hope that they might stir someone's imagination to devise a really better signal processing system for this case (or to prove that there is none).

We shall assume that we have a linear array of $m$ nondirectional receiving transducers spaced so widely that the voltage received by any two elements from an isotropic noise field are uncorrelated. We shall assume that a signal source is located broadside to the array at a great distance from it, so that the received signal is identical at each receiver. For purposes of comparison, we
first derive the signal-to-noise ratio which results when the
samples of signal-in-noise are added and detected with a square-
law* detector. We assume that the mean-square signal-to-noise
ratio at each receiver, $(S/N)_{in}$, is the same, and that the
amplitudes of the signals at each receiver are the same. Then,
because the signals add linearly, while the incoherent noises
add quadratically, there is, after addition, an improvement of
the mean-square signal-to-noise ratio by a factor $m$. If this
sum is then applied to a square-law detector, we have from Table
2.1 of TM 27 the output signal-to-noise ratio for a tuned-circuit
spectrum of half-power half-width $\omega_p/2\pi$ and an RC averager,

$$2m^2\omega_p RC (S/N)^2_{in}.$$ 

This is the ratio of the square of the average output due to the
signal to the mean-square of the fluctuation noise at the output
of the detector. Not all of this average output can be counted
as useful signal, however; there is a part of it which does not
vanish as the array is turned away from the signal source and
which cannot be distinguished from the d-c output due to the
background noise. This point is illustrated by Figs. 5.1a, 5.1b,
and 5.1c for arrays of 2, 3, and 4 elements. These show experi-
mentally measured curves of the response of sum-and-square-law-
detector systems to a random signal in the absence of a background
noise. The numerical scale on each graph shows that the height
of the signal above the maximum average output voltage is in each
case only $(m-1)/m$ of the total output voltage due to the signal.
That this should be true for all $m$ can easily be demonstrated.
Then, by these considerations (which we discussed in detail in
the previous chapter), the output signal-to-noise ratio should
correctly be taken as

$$(S/N)_{out} = 2(m-1)^2\omega_p RC (S/N)^2_{in}. \quad (5.1)$$  

*Square-law for mathematical convenience. In Chap. IV of TM 27
it was shown that for small input signal-to-noise ratios there is
little difference in output signal-to-noise ratio between linear
and square-law detectors, the latter being very slightly superior.
Fig. 5.1a. Response of two-element array with sum-and-square-law-detector system to signal source at 0°. Tuned-circuit spectrum with Q = 2.
Fig. 5.1b. Response of three-element array with sum-and-square-law-detector system to signal source at 0°. Tuned-circuit spectrum with Q = 2.
Fig. 5.1c: Response of four-element array, with sum-and-square-law detector system to signal source at 0°. Tuned-circuit spectrum with $Q = 2$. 
With this formula available for comparison, we now turn our attention to other processing systems.

**Many Correlators**

A sufficient number of correlators can be used with an array to compute all the different cross-correlations by pairs between the received signals. For an array of \( m \) elements, this would require \( m(m-1)/2 \) correlators. Because the background noises at the different receivers are uncorrelated as we have assumed, the output fluctuation noises of all the correlators will also be uncorrelated if the signal is small, and the signal-to-noise ratio can be further improved by adding the outputs of all the correlators. If the mean-square input signal-to-noise ratio \( (S/N)_{\text{in}} \) is small, the mean-square output signal-to-noise ratio of any correlator will be \( 4\omega_p RC(S/N)_{\text{in}}^2 \) (Table 2.1 of TM 27), and after adding the correlator outputs (assuming that all signals and noises have the same amplitude), the system signal-to-noise ratio will be

\[
(S/N)_{\text{out}} = 2m(m-1)\omega_p RC(S/N)_{\text{in}}^2.
\]

Relative output signal-to-noise ratios for this system and the sum-and-square-law-detector system are plotted in Fig. 5.2. There is a slight advantage in using this "many-correlators" system, but it is very slight and falls rapidly to nothing as the number of elements \( m \) increases.

On the other hand, the correlator system does have the greater advantage of no d-c output due to the background, allowing the use of higher gain recording and indicating instruments at the output of the system, as discussed in the previous chapter. It may occur to one that he might obtain this advantage by using one correlator with an array having an even number of elements by using as one input the sum of the received signals from half of the array, and as the other input the sum of the signals from the other half. The signal-to-noise ratio at each input to the
correlator would then be \((m/2)(S/N)_{in}\), and for the same spectrum and averager as above, the output signal-to-noise ratio would be

\[
(S/N)_{out} = m^{2} \omega_{f} RC(S/N)_{in}^{2},
\]

which, for large \(m\), is inferior to that for the sum-and-square-law-detector system by 3 dB.

The patterns or response to a signal source of the three systems discussed above are not greatly different. For a four-element linear array, of spacing \(d\), and, for simplification, with \(\zeta = (d/2c)\sin \theta\), where \(c\) is the velocity of sound and \(\theta\) the angular position of the signal source measured from broadside to the array, the average response to a signal (which would be \(s(t)\) at the center of the array) would be, for the sum-and-law-detector system,

\[
[s(t-3\zeta) + s(t-\zeta) + s(t+\zeta) + s(t+3\zeta)]^{2}
= 4R(0) + 6R(2\zeta) + 4R(4\zeta) + 2R(6\zeta),
\]

where \(R(\zeta)\) is the autocorrelation function of \(s(t)\). If the six necessary correlators were used to compute all the different cross-correlations by pairs and their outputs added, the response would be

\[
3R(2\zeta) + 2R(4\zeta) + R(6\zeta).
\]

These two patterns are of exactly the same form, except for the constant term which appears in the former. This parallels the situation for the two-element array discussed in the previous chapter, and it appears that it would be true for arrays of any number of elements. If the array were divided in half at the center, and the sums of the signals received by the two halves applied to a single correlator, the response would be

\[
[s(t-3\zeta) + s(t-\zeta) + s(t+\zeta) + s(t+3\zeta)]
= R(2\zeta) + 2R(4\zeta) + R(6\zeta),
\]
Fig. 5.2. Relative output signal-to-noise ratios for small input signal-to-noise ratios for an array of $m$ wide-spaced elements with $m(m-1)/2$ correlators or sum-and-square-law-detector system as functions of the number of elements.
These three response patterns, normalized, are plotted in Figs. 5.3, 5.4, and 5.5 respectively, as functions of $\nu$, for the tuned-circuit spectrum with $Q = 2$. The three patterns are very similar. It thus appears that no significant improvement in the signal-to-noise ratio can be made by systems such as those discussed above, while the response patterns are nearly identical, also.

**m-Fold Product**

In searching for a better method of determining the presence of a common signal in many samples of the signal in incoherent background noises, such as one might obtain from a wide-spaced linear array, we have tried to devise a method of performing a multiple correlation. What appeared to be a possible way of doing this was to form the instantaneous m-fold product of the m samples of signal in noise and average. With the background noises all uncorrelated, this system would have no d-c output due to the background. It would only operate for an even number of samples of signal and noise; if the signal were symmetrically distributed and of zero average value, the average value of any odd power would be zero. We can estimate the output signal-to-noise ratio easily if we assume that the output fluctuation noise is the same in the presence of a small signal as in its absence.

Assume that we have an even number, m, of samples of signal in noise, \[ [n_1(t) + s(t)], [n_2(t) + s(t)], \ldots, [n_m(t) + s(t)], \] and that the noises and the signal are all incoherent, i.e., \[ n_i(t)n_j(t) = 0 \text{ and } n_i(t)s(t) = 0, \text{ for all } i, j. \] The average value of the m-fold product of these is

\[
F(t) = [n_1(t) + s(t)] [n_2(t) + s(t)] \ldots [n_m(t) + s(t)] = s^m(t).
\]

For a gaussianly distributed signal of mean-square $s^2(t) = S$,

\[
\overline{F(t)} = \frac{m}{2^{m/2}(m/2)!} s^{m/2},
\]

(Eq. (1.3) of TM 27). In the absence of the signal, the output of the averager is
\[ F(t) = \int_0^\infty g(t')n_1(t-t')n_2(t-t') \ldots \ldots n_m(t-t') dt' , \]

and its mean-square is

\[ \overline{F^2(t)} = \int_0^\infty \int_0^\infty g(t')g(t'')n_1(t-t')n_2(t-t') \ldots \ldots n_m(t-t') \]

\[ \times n_1(t-t'')n_2(t-t'') \ldots \ldots n_m(t-t'') \]

\[ dt' dt'' \]

\[ = \int_0^\infty \int_0^\infty g(t')g(t'')R_1(t''-t')R_2(t''-t') \ldots \ldots R_m(t''-t') \]

\[ dt' dt'' , \]

g(t) being the weighting function of the averager and \( R_1(t''-t') \)
the autocorrelation function of \( n_1(t) \), etc. If all the noises
have the same amplitude and spectrum all the \( R \)'s are equal, and

\[ \overline{F^2(t)} = \int_0^\infty \int_0^\infty g(t')g(t'')R^m(t''-t') \]

\[ dt' dt'' \]

\[ = \int_\infty^\infty w(\xi)R^m(\xi) \] d\( \xi \),

where \( w(\xi) \) is the transformed weighting function of the averager
(Chap. II, TM 27). Writing

\[ R(\xi) = N\rho(\xi) , \]

where \( N \) is the mean-square and \( \rho(\xi) \) the normalized autocorrelation
function of the noises,

\[ \overline{F^2(t)} = N^m \int_\infty^\infty w(\xi)\rho^m(\xi) \] d\( \xi \).

The mean-square output signal-to-noise ratio for small input signal-
to-noise ratios is then
Fig. 5.3. Response of a four-element linear array with spacing $d$ between the elements to a signal source at $0^\circ$ using a sum-and-square-law-detector system. Tuned-circuit spectrum with $Q = 2$.

Fig. 5.4. Response of a four-element linear array with spacing $d$ between the elements to a signal source at $0^\circ$ using 6 correlators. Tuned-circuit spectrum with $Q = 2$. 
Fig. 5.5. Response of a four-element linear array with spacing d between the elements to a signal source at 0° using a single correlator to correlate the signals received by the two halves of the array. Tuned-circuit spectrum with $Q = 2$.

Fig. 5.6. Response of a four-element linear array with spacing d between the elements to a signal source at 0° using a 4-fold-product-averager. Tuned-circuit spectrum with $Q = 2$. 
The integral in the denominator is simply $J$ of Eq. (4.13) of TM 27 (with $m = 2t$). For a tuned-circuit spectrum and RC averager with $RC \gg 1/\omega_p$, we found there that

$$J \approx \frac{m!}{2^{m(m/2)!} m\omega_p RC} .$$

Then subject to the above restrictions (and for a gaussian signal), the small-signal output signal-to-noise ratio is

$$(S/N)_{out} = m!m\omega_p RC (S/N)_{in}^m .$$

We compare this result also with Eq. (5.1) for the sum-and-square-law-detector system. In this case the output signal-to-noise ratio is proportional to the $m$th power of the input signal-to-noise ratio; for large $m$ and small input signal-to-noise ratios this is signal suppression of a very advanced degree! A more useful comparison can be made in terms of the minimum detectable signal-to-noise ratio. Suppose that $(S/N)_{out}^t$ is the minimum detectable output signal-to-noise ratio; then the minimum detectable input signal-to-noise ratio is, for the $m$-fold product system,

$$(S/N)_{in}^t = \sqrt[4]{2} \sqrt[4]{(S/N)_{out}^t} \sqrt[4]{m} \sqrt[4]{m\omega_p RC} .$$

and, for the square-law detector system (from Eq. (5.1)),

$$(S/N)_{in}^t = \sqrt[2]{2} \sqrt[2]{(S/N)_{out}^t} \sqrt[2]{2} \sqrt[2]{m-1} \sqrt[2]{2} \sqrt[2]{m\omega_p RC} .$$

Minimum detectable input signal-to-noise ratios for these two systems are compared in Table 5.1 below for $(S/N)_{out}^t = 1$, and $\omega_p RC = 1,000$ and 10,000, values which are not difficult to
Table 5.1

Minimum Detectable Input Signal-to-Noise Ratios for Square-Law Detector and m-Fold Product System for Various m; Tuned-Circuit Spectrum and RC Averager.

<table>
<thead>
<tr>
<th>m =</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{RC} = 1,000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Square-Law</td>
<td>-16.5 db</td>
<td>-21.3 db</td>
<td>-23.5 db</td>
<td>-25.0 db</td>
<td>-26.0 db</td>
</tr>
<tr>
<td>m-Fold Prod.</td>
<td>-18.0</td>
<td>-12.5</td>
<td>-11.0</td>
<td>-10.7</td>
<td>-8.6</td>
</tr>
<tr>
<td>$\omega_{RC} = 10,000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Square-Law</td>
<td>-21.5</td>
<td>-26.3</td>
<td>-28.5</td>
<td>-30.0</td>
<td>-31.0</td>
</tr>
<tr>
<td>m-Fold Prod.</td>
<td>-23.0</td>
<td>-13.4</td>
<td>-12.7</td>
<td>-11.9</td>
<td>-9.6</td>
</tr>
</tbody>
</table>

achieve in an audiofrequency system. The adverse effect of signal suppression is clearly demonstrated here: the minimum detectable signal-to-noise ratio for the m-fold product system actually increases as the number of elements is increased. The pattern of a four-fold product system using a four-element linear array is

$$R^2(2\tau) + R^2(4\tau) + R(2\tau)R(6\tau)$$

as may be seen from Appendix I of TM27, where $d$ is the spacing of the elements, and $\tau = (d/2c)\sin \theta$. This pattern, normalized, is plotted in Fig. 5.6 to the same scale as those of Figs. 5.3-5.5. This pattern is much narrower than the previous ones, and has much smaller "minor lobes," because of its dependence on the products and squares of correlation functions, rather than linear combinations. Because of the difficulty of constructing a multiple-product multiplier, and in view of the discouraging theoretical predictions with regard to signal-to-noise ratio, no experimental investigation of this system has been attempted.
Multiple-Polarity-Coincidence Correlation

A suggestion has been made that the principle of polarity-coincidence correlation (Chap. V, TM 27) be extended to a simultaneous testing of more than two samples of signal in noise.¹ A comparison of the performance of such a system with that of a sum-and-square-law-detector system has been made both theoretically and experimentally. We assume that a multiple-polarity-coincidence correlator is a device having m inputs and one output, the output before averaging being 1 v. whenever the polarities of all inputs are the same, and zero at all other times. This operation is one which can readily be achieved electronically by a combination of clipping, adding, rectifying, and center-clipping circuits. We first compute the signal output for the limiting case of small input signal-to-noise ratio, then estimate the no-signal output noise, and therefrom derive the small-signal output signal-to-noise ratio.

When all the inputs are symmetrically distributed random functions of zero average value, the probability that the i⁰ input, nₐ(t), is positive is

\[ \int_{0}^{\infty} P_{n}(n)dn = 1/2, \]  

where \( P_{n}(n) \) is the probability density of \( n(t) \) (See Chap. I, TM 27). If all m inputs are incoherent, the probability that all m inputs are positive is

\[ (1/2)^{m}. \]

The probability that all m inputs are negative is the same. Then, by the above definition of the output of this system, the average output when all inputs are incoherent is

\[ 2(1/2^{m}) = \frac{1}{2^{m-1}}. \]  

Thus average output in the absence of a signal is dependent only on the presence of uncorrelated noises at each input and not on
the amplitude of the background noise at a particular moment. It therefore could be balanced out once and for all by a single settl:
of a battery voltage. Now, if a common signal is present at each
input in addition to the noise, the probability that, at an instant
when \( s(t) \) has the positive value \( s_o \), the \( i \)th input
\( n_i(t) + s(t) \) is positive is

\[
\int_{-s_o}^{\infty} P_n(n)dn,
\]

and the probability that all \( m \) inputs are positive is

\[
\left[ \int_{-s_o}^{\infty} P_n(n)dn \right]^m.
\]

The probability that all \( m \) inputs are positive when \( s(t) \) is positive
is found by averaging over all positive values of \( s(t) \):

\[
2 \int_0^{\infty} P_s(s) \left[ \int_{-s_o}^{\infty} P_n(n)dn \right]^m ds,
\]

\( P_s(s) \) being the probability density of \( s(t) \), which is also assumed
symmetrically distributed and of zero average value. The probability
that all \( m \) inputs are negative when \( s(t) \) is positive is

\[
2 \int_0^{\infty} P_s(s) \left[ \int_{-\infty}^{-s} P_n(n)dn \right]^m ds.
\]

The total probability that all \( m \) inputs have the same polarity
when \( s(t) \) is positive is then

\[
2 \int_0^{\infty} P_s(s) \left\{ \left[ \int_{-s_o}^{\infty} P_n(n)dn \right]^m + \left[ \int_{-\infty}^{-s} P_n(n)dn \right]^m \right\} ds.
\]

The probability that all \( m \) inputs will have the same polarity when
\( s(t) \) is negative will be the same, by virtue of the assumed symmetry
of the distributions. The average output of the system in the
presence of a signal is then the same as the above expression,
which may be written (making use of Eq. (5.1))

\[
\frac{1}{2^{m-1}} \int_0^\infty P_s(s) \left\{ \left[ 1 + 2 \int_0^s P_n(n)dn \right]^m + \left[ 1 - 2 \int_0^s P_n(n)dn \right]^m \right\} ds
\]

and the output signal voltage is

\[
\frac{1}{2^{m-1}} \int_0^\infty P_s(s) \left\{ \left[ 1 + 2 \int_0^s P_n(n)dn \right]^m + \left[ 1 - 2 \int_0^s P_n(n)dn \right]^m \right\} ds = \frac{1}{2^{m-1}}
\]

Now, if the noise is gaussianly distributed and has the mean-square \( N \),

\[
\int_0^s P_n(n)dn = \frac{1}{2} \operatorname{erf} \left( \frac{s}{\sqrt{2N}} \right),
\]

and the output signal is

\[
\frac{1}{2^{m-1}} \int_0^\infty P_s(s) \left\{ \left[ 1 + \operatorname{erf} \left( \frac{s}{\sqrt{2N}} \right) \right]^m + \left[ 1 - \operatorname{erf} \left( \frac{s}{\sqrt{2N}} \right) \right]^m \right\} ds = \frac{1}{2^{m-1}}
\]

\[
= \frac{1}{2^{m-1}} \int_0^\infty P_s(s) \left[ 2 + m(m-1) \operatorname{erf}^2 \left( \frac{s}{\sqrt{2N}} \right) + \frac{m(m-1)(m-2)(m-3)}{12} \operatorname{erf}^4 \left( \frac{s}{\sqrt{2N}} \right) + \ldots \right] ds = \frac{1}{2^{m-1}}
\]

Using the series expansion for the error function,

\[
\operatorname{erf} x = \frac{2}{\sqrt{\pi}} \left[ x - \frac{x^3}{3 \cdot 1!} + \frac{x^5}{5 \cdot 2!} - \frac{x^7}{7 \cdot 3!} + \ldots \right],
\]

the output signal can be written
\[
\frac{1}{2^{m-1}} \int_0^\infty P_s(s) \left\{ \frac{4m(m-1)}{n} \left[ \frac{s^2}{2N} - \frac{2}{3} \frac{s^4}{4N^2} + \frac{1}{9} \frac{s^6}{8N^3} + \ldots \right] + \frac{4m(m-1)(m-2)(m-3)}{3!} \left[ \frac{s^4}{4N^2} - \frac{4}{3} \frac{s^6}{8N^3} + \ldots \right] \right\} ds.
\]

We then substitute for \( P_s(s) \) the gaussian distribution for the function \( s(t) \) whose mean-square is \( S \). Now the higher powers of \( s \) in the series above will contribute terms of higher order in \( (S/N)_\text{in} \); subject to the assumption that \( (S/N)_\text{in} \) is small, we may neglect these terms. For small input signal-to-noise ratios, then, the output signal will be

\[
\frac{m(m-1)}{2^{m-1}n} \int_0^\infty P_s(s) s^2 ds = \frac{m(m-1)}{2^{m-1}n} (S/N)_\text{in}.
\]  

Here \( (S/N)_\text{in} \) is, as usual, the mean-square input signal-to-noise ratio.

We assume that the output fluctuation noise in the presence of a small input signal is not different from that in the absence of a signal. Now if \( f(t) \) is the input to a filter whose weighting function is \( g(t) \), the output of the filter is

\[
F(t) = \int_0^\infty \! g(t') f(t-t') dt',
\]

and the mean square of the output is

\[
\overline{F^2(t)} = \int_0^\infty \! g(t') f(t-t') dt' \int_0^\infty \! g(t'') f(t-t'') dt''
\]

\[
= \int_0^\infty \int_0^\infty \! g(t') g(t'') f(t-t') f(t-t'') dt' dt''
\]

\[
= \int_{-\infty}^\infty \! w(\xi) R(\xi) d\xi, \quad (5.4)
\]
where $R(\xi)$ is the autocorrelation function of $f(t)$ and $w(\xi)$ is the transformed weighting function of the filter (See Chap. II, TM 27). To evaluate the mean-square output noise we need to find the autocorrelation function of the output before averaging, that is, of the wave which is $+1$ v. when all the inputs have the same polarity and zero elsewhere. Now if $P_m^*(u,v)$ is the second probability distribution for this wave, $u$ and $v$ being two possible values separated by the interval $\zeta$, its autocorrelation function can easily be found as

$$R(\xi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u \, v \, P_m^*(u,v) \, du \, dv. \quad (5.5)$$

Now assume that a random voltage wave is symmetrically distributed and has zero average value, and is strongly clipped to the values $+1$ v. The second probability density $P_{ci}(x,y,\zeta)$ for the clipped wave is different from zero only at four points; it is

$$P_{ci}(1,1,\zeta) = \int_{0}^{\infty} \int_{0}^{\infty} P(x,y,\zeta) \, dx \, dy,$$

$$P_{ci}(1,-1,\zeta) = \int_{0}^{\infty} \int_{0}^{\infty} P(x,y,\zeta) \, dx \, dy,$$

$$P_{ci}(-1,1,\zeta) = \int_{0}^{\infty} \int_{-\infty}^{0} P(x,y,\zeta) \, dx \, dy,$$

$$P_{ci}(-1,-1,\zeta) = \int_{-\infty}^{0} \int_{0}^{\infty} P(x,y,\zeta) \, dx \, dy,$$

where $P(x,y,\zeta)$ is the second probability density for the wave before clipping, $x$ and $y$ being two possible values of this wave separated by an interval $\zeta$. The sum of two such strongly clipped waves takes on only the values $2$, $0$, and $-2$, and there are nine
points at which its second probability density $P_2$ is different from zero, (2,2), (2,0), (2,-2), (0,2), etc. The sum of $m$ such strongly clipped waves takes on the values $m$, $m-2$, $m-4$, ..., $-m$, and for large $m$ there are a good many points where its second probability density $P_m$ is different from zero. If we assume that the $m$-fold sum is rectified and center-clipped so that the resultant wave is 1 v. only when the sum is $m$ or $-m$, we need to know only the values of $P_m$ for the sum at the points $(m,m), (m,-m), (-m,m)$ and $(-m,-m)$, for everywhere else either the factor $u$ or $v$ in the integrand of Eq. (5.5) will be zero. Let $P_m(m,m,T')$ be the probability that all $m$ input waves have the value 1 at some time, and the value 1 a time $T'$ later. Since all input waves are assumed independent,

$$P_m(m,m,T') = [P_{c1}(1,1,T')]^m,$$

and using a prime to denote the further operations of rectifying and center-clipping, the corresponding value of the second probability density for the output wave is

$$P_m'(1,1,T') = [P_{c1}(1,1,T')]^m.$$

Because of the symmetry of the distributions,

$$P_m'(-1,-1,T') = [P_{c1}(-1,-1,T')]^m = [P_{c1}(1,1,T')]^m.$$

Also,

$$P_m'(1,-1,T') = P_m'(-1,1,T') = [P_{c1}(1,-1,T')]^m.$$

The autocorrelation function is then computed from Eq. (5.4) after converting the integral to a sum over the four discrete points at which $P_m'$ is different from zero:

$$R(T') = |1| \cdot |1|P_m'(1,1,T') + |1| \cdot |-1|P_m'(-1,-1,T') + |1| \cdot |-1|P_m'(-1,1,T') + |-1| \cdot |1|P_m'(1,-1,T')$$

$$= 2[P_{c1}(1,1,T')]^m + 2[P_{c1}(1,-1,T')]^m.$$
Now $P_{c1}(1,1,2)$, defined in Eqs. (5.6), is of the same functional form as $p$, evaluated in Chapter V. TM 27, which was there the probability that two incoherent inputs to a polarity coincidence correlator would be positive at the same time. We found there, for gaussianly distributed random input functions,

$$p = \frac{1}{4} + \frac{1}{2\pi} \sin^{-1} \rho(\tau) = \frac{1}{2} - \frac{1}{2\pi} \cos^{-1} \rho(\tau),$$

so

$$P_{c1}(1,1,2) = \frac{1}{2} - \frac{1}{2\pi} \cos^{-1} \rho(\tau),$$

where $\rho(\tau)$ is the normalized autocorrelation function of any of the noises before clipping. By changing the limits of integration and carrying through the same procedure as in TM 27, we find that

$$P_{c1}(1,-1,2) = \frac{1}{2\pi} \cos^{-1} \rho(\tau).$$

The autocorrelation function of the output of our multiple polarity coincidence correlator is then

$$R(\zeta) = 2\left[\frac{1}{2} - \frac{1}{2\pi} \cos^{-1} \rho(\tau)\right]^m + \frac{1}{2\pi} \cos^{-1} \rho(\tau)^m$$

$$= \frac{1}{2^{m-1}} \sum_{r=0}^{m} \binom{m}{r} \frac{(-1)^r}{n} \frac{1}{\pi} \cos^{-1} \rho(\tau)^m$$

Substitution of this expression in Eq. (5.4) leads to evaluation of the mean-square of the output $s$ the filter, but not painlessly. Examination of the above formula for $R(\zeta)$ shows that $R(co) = 1/4^{m-1}$; this represents the square of the average output of the filter and must be subtracted from the integrand if one is to evaluate only the fluctuating part of the output. The mean-square of the noise output can then be written
The usual simplification of assuming that the input bandwidth is so wide compared to the band-pass of the averager that \( w(\xi) \) can be replaced by \( w(0) \) is effected; for an RC averager we then have

\[
N_{\text{out}} = \frac{1}{2^{m-1} \pi} \int_{-\infty}^{\infty} w(\xi) \left\{ \sum_{r=0}^{m} \frac{(-1)^r m!}{(m-r)! r!} \left[ \frac{1}{\pi} \cos^{-1} \rho(\xi) \right]^r + \frac{1}{\pi} \cos^{-1} \rho(\xi) \right\} d\xi
\]

Because of the difficulty of carrying out this integration directly, the integral has been approximately evaluated for only one case, by plotting the integrand and integrating graphically. The result, for \( m = 4 \) and a tuned-circuit input spectrum with \( Q = 2 \), was

\[
N_{\text{out}} = \frac{0.132}{\omega_F RC} \text{,}
\]

where \( \omega_F \) is the angular half-bandwidth of the input spectrum. The output signal voltage (Eq. (5.3)) is, for \( m = 4 \),

\[
\frac{12}{8\pi} \text{ (S/N)}_{\text{in}}^2 \text{,}
\]

so the mean-square output signal-to-noise ratio is

\[
(S/N)_{\text{out}} = 17.2 \omega_F RC (S/N)_{\text{in}}^2 \text{,}
\]

a result which is almost certainly valid only for \( Q = 2 \). The corresponding quantity for the sum-and-square-law-detector system (Eq. (5.1)) is
It thus appears, on the basis of this admittedly approximate evaluation, that there is little difference in the small-signal output signal-to-noise ratio between the two systems.

A test of a very similar system has been made with the experimental apparatus described in Chapter II. A linear array of four microphones with two-wavelength spacing at the center frequency was connected to four clipper amplifier circuits of the type shown in Fig. 5.7, which were in turn connected to the coincidence averager shown in Fig. 5.8. The operation of this circuit is a little different from that of the ideal multiple polarity coincidence correlator described above; the center clipping operation was omitted for simplicity. No significant change in the operation at very small signals is expected, however, since, except for a different constant term, the output autocorrelation function for this type of circuit is the same as for the ideal circuit above, and the output signal for small input signal-to-noise ratios is only different by terms of the second order. Signal-to-noise ratios measured for a tuned-circuit input spectrum with $Q = 4$ showed an advantage of 2 db for the sum-and-square-law-detector system over the multiple polarity coincidence system. From these sparse data of limited accuracy, we should only conclude that there is little difference in the small-signal output signal-to-noise ratio between the two systems compared above. It is hoped that a method of simplifying the necessary computations will be devised in order to extend the comparison to larger numbers of input signals. Graphs of the output of the sum-and-square-law-detector system and of the multiple-polarity-coincidence system used with a four-element array with two-wavelength spacing are shown in Figs. 5.9 and 5.10, respectively. These curves were plotted for background noise only, and for background noise plus a signal at 0 degrees for the tuned-circuit spectrum with $Q = 4$. There is an essential
difference between the two patterns; the response of the multiple-polarity-coincidence system does fall to zero as the signal is moved in angle away from the principal axis. This, in addition to the lack of dependence of the amplitude of the average output of this system upon the amplitude of the background noise, makes possible the use at the output of high-gain recording or indicating instruments (which, with the square-law-detector system, might be driven off-scale by small changes in the background level). For this reason, the multiple-polarity-coincidence correlator might be the most useful system for the detection, with a wide-spaced array, of small random signals in a noise background.
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Fig. 5.7. Schematic diagram of clipper-amplifier circuit, four of which were used to construct a multiple-polarity coincidence correlator.
Fig. 5.8. Schematic diagram of coincidence-averager circuit used in the construction of a multiple-polarity coincidence correlator.
Fig. 5.9. Output of sum-and-square-law-detector system used with a four-element array for background noise only, and for background noise plus a signal at 0°. Tuned-circuit spectrum with $Q = 4$. 
Fig. 5.10. Output of multiple-polarity-coincidence correlator used with a four-element array for background noise only, and for background noise plus a signal at 0°. Tuned-circuit spectrum with $Q = 4$. 
VI

POST-DETECTION CORRELATION SYSTEMS

It has been suggested that a correlation method might be used to determine the presence of a signal at the output of a detector if, because of some previous operation, the envelope of the signal had been given a known time-functional form. For example, if it were possible to turn the signal source on and off periodically, there would appear in addition to noise at the output of the receiver detector rectangular voltage waves whose presence might be detected with great sensitivity by cross-correlating the output of the detector with a standard rectangular wave of the same frequency and phase. Although it is almost never possible to turn the signal source on and off in this way at will, it is possible to operate on the receiving system to achieve the same effect. For example, imagine a directional receiving transducer which is split electrically into two halves, in such a way that the sum of the signals received by the two halves corresponds to a receiving beam pattern which has maximum sensitivity on the principal axis of the transducer, while the difference of these signals has a null of sensitivity on the axis. It is quite possible that the background noise power received with the two different connections will be the same. Then, if a switch periodically connects first the sum and then the difference of these signals to the input of a receiver, and if there is a signal source on the principal axis, there will appear at the output of the detector a rectangular voltage whose amplitude is dependent upon the strength of the signal and whose amplitude will be zero if there is no signal. By cross-correlating the output of the detector with a rectangular wave of the same frequency and phase as the input switch, one could detect the signal with great sensitivity. Another possible method of achieving operation of this type has been used by Ewen to detect the radiation from interstellar hydrogen. In his receiving system, the second local oscillator frequency was square-wave
frequency-modulated, carrying the relatively narrow-band signal first into and then out of the pass-band of the intermediate-frequency amplifier. The background noise powers in the two adjacent input bands are assumed equal. In what might again be considered a use of cross-correlation, a phase-sensitive detector was used to detect the presence of the resultant rectangular wave at the output of the last detector. Another such system might make use of a receiving transducer whose beam of sensitivity is steered or wobbled periodically. Such a system imposes a modulation on a signal received from a concentrated source, but not, perhaps, on the background noise received from a uniform distribution of background noise sources. After rectification, the received signal can be cross-correlated with a standard signal whose waveform and periodicity are chosen to match the beam pattern and the amplitude and frequency of wobble of the beam, to provide again a very sensitive method for detecting the presence of the signal in the output noise.

Systems such as these, which one might call post-detection correlation systems, cannot increase the output signal-to-noise ratio of the receiver to which they are applied. Systems such as the first two mentioned above represent simply a time-sharing method of measuring the difference between the rectified noise-plus-signal and the rectified noise, and their advantage lies in the fact that the large d-c output due to the background noise is cancelled out, and because of the time-sharing, the effects of drift in the receiver are also cancelled. Because half the time noise is being sent to the output without signal, one would reasonably expect the output signal-to-noise ratio to be less than for a single-channel system which looks at the signal-plus-noise continuously. For the same reason, one would expect that a system such as the third example above, which is receiving noise but little signal during the excursions of the beam away from the source, would produce a better signal-to-noise ratio if the beam were not being wobbled as it is slowly scanned past the source. Indeed, if one knew that this directional receiver must be used
to search at some fixed angular rate, one could specify the weighting function of the optimum filter for detecting a small signal. In this case, if the noise at the output of the rectifier were relatively wide-band, the optimum weighting function would have the same time-functional form as the signal which appears at the output of the rectifier as the receiver is scanned past a signal source. Because of the difficulty of constructing a passive filter with a weighting function resembling a beam pattern, one is sometimes led to substitute a cross-correlation procedure using an artificially-generated standard output signal for the optimum filtering operation. Only in cases of this type does post-detection correlation appear to hold a real possibility for improving the performance of a conventional receiving system. The loss in signal-to-noise ratio due to signal suppression which occurs in the first nonlinear device in the receiver is the most serious; later application of some correlation technique cannot necessarily make up the loss, if the total processing time and all else are the same.
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